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Older adults around the world lack access to a wide range of potentially life-changing digital applications,
services, and information that could be provided by voice assistants (such as Amazon’s Alexa, Google’s
Assistant, or Apple’s Siri). However, older adults’ needs are underrepresented in the design of voice assistants.
Because of this, we are missing opportunities for digital inclusion, and increasing risks of excluding older
adults as these devices permeate public settings. In this work, we video record older adults (𝑛=26) interacting
with a multi-modal voice assistants while waiting in line at food pantries, and use Interaction Analysis to draw
insights from these recordings. We find that by being agnostic to body language, audio-prosodic features, and
other contextual factors, voice assistants fail to capture and react to some important aspects of interactions.
We discuss design (e.g, interpreting users’ posture as a cue to wake the device when they are leaning towards
the device) and research (e.g., surveillance trade-offs) implications, and argue for the use of multi-modal inputs
with attention to privacy. Designing and training voice assistants to take in and appropriately respond to
non-verbal cues may increase their inclusivity, helping them fulfill important needs of our aging population.
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1 INTRODUCTION
Older adults around the world lack access to a wide range of potentially life-changing digital
applications, services, and information that could be provided by voice assistant technology (such
as Amazon’s Alexa, Google’s Assistant, or Apple’s Siri). Voice assistants are a promising platform,
because they are meant to be easy to use. People simply have to speak to them to get a response.
This means that, for people who do not feel comfortable or are unable to use a computer or a
smartphone, voice assistants could be a portal for accessing the benefits of the Internet [17]. Voice
assistants can also be used to encourage healthy behaviors [23] and meet home health needs [45, 92].
In addition, research in healthcare is increasingly recognizing the importance of social connection
as a health determinant [21, 86] and voice assistants can help enable socialization [67]. Moreover,
as some have argued, accessibility came by accident [69], meaning that voice assistants are already
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widely used, which may reduce the stigma associated with devices meant to address age-related
disabilities [32]. If inclusive design issues are not addressed with immediacy, we risk not only not
serving marginalized groups in ways that could be greatly beneficial, but also excluding them from
everyday digital activities. As hinted by Google’s Duplex, a humanlike automated system that
makes calls on behalf of its users [48], voice-based artificial intelligent interfaces will be permeating
our lives, whether we acquire them ourselves or not. Thus, people who are underrepresented in
the design and research process of these systems may have to deal with frustrating experiences
with few avenues to opt out (e.g., if they are on the receiving end of a Duplex call).

In this work, we employ an inclusive design orientation, which brings the needs of the people
at the margins to the design of mainstream products and services [28]. We do so by focusing on
the needs and experiences of older adults, a globally marginalized group within the context of
Information Communication Technologies (ICT) [75], which despite its growing proportion in the
population [20, 58] has been largely excluded from the design and research of now mainstream
voice assistants [77]. We recruit diverse participants from historically underrepresented groups
in the design of voice assistants to study their interactions with a smart speaker. The purpose of
this paper is to study their needs not in relation, but rather in addition, to the needs of people
already addressed in existing designs. Older adults’ exclusion, in particular the exclusion of those
with intersecting marginalized identities, may contribute to why some older adults abandon voice
assistants. Trajkova and Martin-Hammond [85]’s study of why older adults use, limit, and abandon
voice assistants found that most participants stopped using these devices due to their difficulty
finding valuable uses, beliefs about the lack of essential benefits of the voice assistant, or challenges
with use in shared spaces [85].

One possible way for voice assistants to becomemore inclusive could be by obtaining information
from non-verbal cues, as people do in human-human communication [22, 55]. Humans naturally
react to other humans’ body language, facial expressions, and acoustic-prosodic features (intonation,
tone, and rhythm), often subconsciously. Ekman and Friesen [35] characterized the category of
nonverbal acts that maintain and regulate the back-and-forth nature of speaking and listening
as regulators. Regulator actions occur in the attentional periphery; people perform them without
thought, but can recall and repeat them if asked [35]. Despite the human-likeness of voice assistants,
non-verbal cues are, for the most part, currently being overlooked by voice assistants. We utilize
a framework developed by Suchman that analyzes the information available to the user, the
information available to the machine, and their intersection [81]. In this paper, we refer to the
information that is not mutually available to both communication partners (i.e., the human and the
voice assistant) as the human-machine communication gap.

Although the use of video analysis is common in industry [50], existing research on voice
assistant usage by older adults predominantly relies on usage logs, interviews, or product reviews
[14, 60, 64, 68, 72]. We analyze the image, audio, and human-machine communication gaps in video
recorded interactions of 26 older adults, who are predominantly novice users of voice assistants, with
an Amazon Echo Show 10. In particular, we 1) seek to characterize challenges in interactions
with voice assistants thatmay obstruct inclusion, and 2) identify alternate paths thatmay
mitigate these challenges.
We chose to conduct our study with older adults who are predominantly novice users of voice

assistants for several reasons. Although experienced users may adapt their behaviors over time as
they learn how voice assistants respond, the experiences of first-time users are extremely important
in determining whether someone will deem it worthwhile to adopt the technology at all [46, 93].
This may be particularly true for older adults, who may be more hesitant to use new technologies.
Furthermore, not developing expertise in the privacy of one’s home may result in exclusion from
everyday digital activities as these technologies permeate public spaces. These encounters could
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become embarrassing, scary, or frustrating for novices. Moreover, although some older adults
may have caregivers who could help them to learn how to use the technologies, such assistance
unnecessarily increases dependence. Hence, we studied the difficulties that novice older adult users
encounter when interacting with voice assistants, and how we might make these technologies
more usable to them.

Our findings reveal gaps in human-machine communication that often result in the voice assistant
reacting inappropriately, interrupting the user, or not responding at all. We (1) describe human-
machine communication gaps revealed by our data, differentiating information that was overlooked
by the machine (e.g., interaction attempts, the presence of more than one user) from information
that was overlooked by participants (e.g., the indication that the voice assistant was not actively
listening, and technical terminology). We then (2) take a closer look at body language features of
the interactions and categorize them into those that provide reliable signals (e.g., leaning forward
and gaze), and those that are somewhat ambiguous (e.g., laughing). Finally, we (3) analyze audio-
prosodic features, such as rhythm (e.g., interruptions during pauses in speech), and tone and
intonation (e.g., associations between various tones and intonations and interaction outcomes).
Together, our findings show that by being agnostic to body language, audio-prosodic features, and
other contextual factors, voice assistants fail to capture and react to some important aspects of
interactions. Designing and training machines that take in and appropriately respond to non-verbal
cues might be a crucial step in building voice assistants that can fulfill important needs of our aging
population.
We present design and research implications for the ICTD community. In terms of design

implications, we provide recommendations addressing interaction errors that result from not being
able to successfully wake the voice assistant, such as by relying on design paradigms that may be
more familiar to older adults. We suggest ways in which automatic detection of non-verbal cues can
be used to improve interactions with voice assistants, such as having the voice assistant analyze a
user’s posture to determine whether they are attempting to engage with the voice assistant. We
then emphasize differences and complexities for adapting voice assistants’ interactions to older
adults’ needs and abilities in the context of prior research about code switching and knowing the
user [13, 27], and discuss several ethical design considerations. In terms of research implications, we
surface questions surrounding how we might use recent technological advancements to recognize
body language and audio-prosodic features, and discuss the societal implications and tradeoffs
associated with higher levels of surveillance. Taken together, our contributions help to relieve some
of the burdens placed on older adults to adapt to the constraints imposed by new technologies,
allowing older adults to appropriately benefit from the technologies’ promises and improving
inclusion in everyday digital activities.

2 RELATEDWORK
In this section, we situate our work by first explaining what voice assistants are, describing existing
research on older adults’ interactions with voice assistants, and finally elaborating on the importance
of non-verbal communication in ICT research.

2.1 Voice assistants
Voice assistants are autonomous speech-first software agents that can perform tasks upon receiving
spoken requests—they first transcribe spoken words to text, then derive meaning from the text,
and last respond using speech, and/or another modality [74]. Because voice assistants are software
agents, they must be embodied via hardware. The physical devices that house voice assistants
may be principally designed for the voice assistant, like the Amazon Echo or Google Home smart
speakers (which are frequently referred to by the name of the voice assistant they house—e.g. in
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reference to the Amazon Echo, people tend to say “ask the Alexa for the weather"), or multi-use
devices such as laptop computers or smartphones [2, 4, 8]. Additionally, there are many devices,
such as light bulbs, electrical plugs, locks, or vacuum cleaners, that can be connected to a device
that houses a voice assistant via supporting software applications, many times requiring another
device such as a smartphone or tablet [1, 5, 6]. Moreover, an increasing number of products are
being released with built-in voice assistants [7, 9]. The embodiment of a voice assistant can dictate
its role and its importance in a particular setting. For example, recent work by Doyle et al. [33],
found that a screenless smart speaker with Amazon Alexa was perceived as more emotive and
engaging but less flexible and contextual than a smartphone-based Siri voice assistant.

2.1.1 Voice assistants in public settings. Even though voice assistants are currently mostly used
in private spaces (e.g., homes and cars), they are becoming more common in more-public venues
(e.g., hotels, schools, and stores) [73, 87]. In an ethnographically-oriented study published in
2017, Porcheron et al. [65] explored how groups of friends interacted with Siri at a coffee shop,
identifying insights, such as that participants had to rely on the screen of their devices to share
parts of interactions with each other. Similarly, Cowan et al. [29] studied infrequent users of voice
assistants, finding that cultural norms affected some participants’ willingness to use Siri in public.
During the same year that these studies were published, scholars from industry and academia met
at CSCW to discuss the use, research, and design of conversational agents, such as voice assistants,
in social and collaborative settings, raising the importance of this topic of research [63]. Since
then, some have studied voice assistant interactions in multi-user home settings, questioning how
conversational voice assistants truly are [64]. Despite general agreement on the importance of
studying voice assistant use in public settings, to the best of our knowledge, no one has focused on
studying voice assistant use by older adults in public, potentially excluding a growing segment of
our population that could highly benefit from, or be excluded by, this technology.

2.2 Older adult interactions with voice assistants
Research on older adults interactions with voice assistants is scarce [77], leaving many open
issues to be investigated [71]. A few studies investigating how older adults use voice assistants
[18, 78] point to the promise of these devices for providing older adults with access to valuable
information and services. For example, O’Brien et al. found that older adults use voice assistants for
companionship (e.g., “You can ask Alexa the same question 50 times and she won’t get irritated with
you”) or to notify their caregivers if there is an emergency [60]. Similarly, Hoon et al. analyzed usage
logs, finding that older adults used the voice assistant more when compared to younger adults [61].
Analysis of the content of these interactions by Chung et al. revealed that older adults tended to
personify the agent more by using polite words such as “grateful", viewing it more as a companion
[26]. By contrast, younger adults tended to consider it as a tool by placing more importance on its
convenience [26]. Masina et al. found that users with motor, linguistic, and cognitive impairments,
which tend to increase with age, can effectively interact with voice assistants, as long as they are
able to repeat full sentences and have a Mini-Mental State Examination score greater than 24 [51].
Moreover, in 2020, Pradhan et al. [68] conducted a general-use, three-week field deployment of
the Amazon Echo Dot in the homes of seven older adults, and found consistent usage for finding
online information. In another more-recent study, Kim and Choudhury [43] found that over time
older adults felt less worried about making mistakes and enjoyed the digital companionship as they
got used to using voice assistants.
Several efforts focus on helping voice assistants to reach, and become more useful for, older

adults. Voice apps designed for older adults (e.g. Alexa’s Ask My Buddy1, or Google Assistant’s Vigil
1www.amazon.com/Beach-Dev-Ask-My-Buddy/dp/B017YAF22Y
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Connect2) have many positive ratings on their respective app stores, an indication of their traction.
Moreover, there are many startups emerging that specifically aim to meet the needs of older adults
and their caregivers via voice assistants, including: Aiva Health3, LifePod4, and SoundMind5. These
academic findings and industry efforts signal the promising role that voice assistants may play in
the lives of older adults.

However, voice assistants are not yet easy to use or understand for many older adults. Trajkova
andMartin-Hammond [85] cited difficulty in finding valuable uses, beliefs about the lack of essential
benefits of the voice assistant, or challenges with use in shared spaces as key reasons for older adults
abandoning the use of these devices. More specifically, some of Trajkova and Martin-Hammond
[85]’s participants mentioned not wanting to bother others who they shared a living space with,
concerns about being surveilled, stigma surrounding getting help from a technology for something
they could do independently, and awkwardness or distaste for the speech modality. Despite the
abandonment, participants in Trajkova and Martin-Hammond [85]’s study also saw the potential
for voice assistants to support aging and independent living in the future. Our study complements
these interview-based findings by directly looking at video recordings of older adults interactions
with voice assistants.

2.3 The importance of non-verbal communication in ICT research
Non-verbal forms of communication have been deemed important in the ICT communities for a
long time. In 1994, Nagao and Takeuchi acknowledged the multiplicity of communication channels
that act on multiple modalities, and set out to study how humans would react to facial expressions
from a machine in human-computer dialogue [55]. Shortly after, Reeves and Nass published The
Media Equation, supporting the claim that we attribute characteristics to machines in the same
way we do to humans [70]. In the same line of research, Cassell et al. analyzed human monologues
and dialogues that suggested that postural shifts can be predicted as a function of discourse state
in monologues, and discourse and conversation state in dialogues [22]. As a result, they designed
an embodied conversational agent that could change its posture [22]. Moreover, Liebman and
Gergle examined the role of nonverbal, paralinguistic cues in computer-mediated, text-based
communication, such as punctuation and emoticons, and found a positive causal relationship of
conversation duration and cue use on perceived affinity, and that reciprocity may play a central
role in supporting this effect [49].

Designing non-verbal expressions for voice agents impacts how humans react to them; research
has found that matching the tonality of a voice assistant’s speech to the mood of its human user
results in better performance [39], that gender stereotypes carry over to gendered synthetic voices
[56], and that we consider different voices from the same device to be different social actors [56],
mimicking how we may distinguish different people talking on a telephone. Additionally, Jung et al.
found that although robots that used backchanneling improved team functioning, backchanneling
robots were perceived as less intelligent than those that did not use backchanneling [41].
Recently, Cuadra et al. found that that voice assistant self-repair greatly improves people’s

assessment of an intelligent voice assistant if a mistake has been made, but can degrade assessment
if no correction is needed [31]. Even though Cuadra et al.’s findings rely on an assumption of
error-recognition based on visual cues by the voice assistant, to the best of our knowledge, no work
has successfully examined how voice assistants may interpret non-verbal expressions displayed
by their users. This is despite a recent line of work studying the human-likeness of human-agent
2https://assistant.google.com/services/a/id/581192e4fd1a63df/
3www.aivahealth.com
4www.lifepod.com
5www.soundmindinc.com
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conversations. Motivated by key characteristics of human-human conversations that do not get
captured by conversational agents, Clark et al. studied what features people value in conversation,
calling for a redefinition of design parameters for conversational agent interaction [27]. They
argue that participants describe the need for mutual understanding and common ground, trust,
active listenership, and humor as crucial social features in human conversations, but in agent
conversations these are described almost exclusively in transactional and utilitarian terms [27].
Beneteau et al., support this argument by recognizing that to improve communication repair
strategies, knowledge of the context and the communication partner is extremely helpful, allowing
digital home assistants to artificially code switch as needed [13]. The tension between the human-
likeness of voice assistants, and their inability to meet the expectations that their appearance sets
might contribute to the fluid movement between “human-like” and “object-like” categorizations
displayed by older adults in Pradhan et al’s study [67]. Taken together, these studies call for
improvements in voice assistants’ abilities to understand and react to non-verbal cues, especially
because of their implied humanness.

The importance of context in human-machine interactions is well known in the ICT communities
[31, 41, 80, 84]. Additionally, we know that behavioral responses to robots, from which context can
be extracted, are in a large part non-verbal [44]. Research has also made technological strides in
the last decade in sensing [3, 76, 79, 88] and computer vision [24, 38, 89]. With these considerations
in mind, we set out to identify and valorize the visual and audio-prosodic elements present in older
adult interactions with voice assistants.

3 APPROACH
We conducted an IRB-approved field study with older adults who visited senior centers, and video
recorded their interactions with a voice assistant. We now provide a description of the settings in
whichwe conducted our observations, details about the participants, and explain ourmethodological
and analytic orientations.

3.1 Research Setting
We situate our study in senior centers, which can be categorized as “third place” settings. A “third
place” setting is described by Oldenburg [62] as a place where one relaxes in public, encounters
familiar faces and makes new acquaintances.6 We chose this setting as way to capture the hetero-
geneity of the older adult population while also engaging with a central theme demarcating the
ubicomp of the present, the “messiness of everyday life” [12]. Senior centers are community centers
designed to make older adults feel supported, and happy—they bring older adults together for a
variety of services and activities designed to enhance their quality of life [11]. Both of the senior
centers in our study had computer labs with programming to teach older adults computer skills.
According to the National Council on Aging, “Compared with their peers, senior center participants
have higher levels of health, social interaction, and life satisfaction and lower levels of income.”7
To capture use in public, we set up research booths with a camera facing the participants (Figure
1) near food pantry lines—food pantries offer free groceries to members on a periodical basis—in
two senior centers in a large U.S. city. Our “in the wild” [30] approach allowed us to capture public
interactions with voice assistants that are becoming increasingly common in public places [87].

6Oldenburg [62] calls the "first place" the home, and the "second place" the workplace.
7https://www.ncoa.org/article/get-the-facts-on-senior-centers
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3.2 Recruitment and Participants
We approached older adults who visited the center and invited them to participate in our study.
We explained the purpose of the study, what we were asking participants to do, and sought their
permission to video capture their interactions with a voice assistant. Consent forms were available
as physical copies placed on a table, and consent was obtained verbally. The researchers followed
recommended health and safety protocols during the explorations to keep both participants and
researchers safe during the COVID-19 pandemic.
In total, we recruited 26 participants (20 women), who were on average 73 years old. Table 1

summarizes participant demographics. Participants were visiting the senior center for the food
pantry: some were picking up food and others were organizing the pantries. To pick up food,
participants must attest to income levels below a certain threshold (typically less than $2200
per month if there is just one person in the household). Senior center staff reported that most
members owned smartphones, echoing our participants’ responses when asked about their current
technology usage. Most participants (𝑛=16, eight unreported) owned one or multiple computing
devices, including smartphones, tablets, laptops, or desktop computers. They reported using their
computing devices for a variety of reasons, including: information retrieval, messaging others, audio
and video calls (including doctor appointments), reminders, social media, playing games, viewing
or attending religious events, taking photos, playing music, writing, accessing specific websites,
shopping online, and paying bills. All participants who owned and used a computing device had
access to the Internet. Some participants (𝑛=5) indicated using speech-to-text functionality of their
phones, tablets, or computers, but none expressed knowing how to send voice notes, such as the
ones supported by iMessage or Whatsapp. Most participants (𝑛=18, eight unreported) were at
least somewhat confident reading and writing; however, three participants expressed declining
confidence due to age-related cognitive, motor, or visual impairments. Participants lived in their
homes, predominantly with relatives. Most participants (𝑛=19) reported never having used a voice
assistant before. We considered participants novices if they reported having used a voice assistant
before, but did not feel very confident in their abilities using it or whose interactions suggested
novice-level expertise. Even though our counts (see Section 3.5) include interactions from users
with some experience (e.g., P5 or P6), we only use one specific example from non-first-time users
in our findings—P5 & P6 playing Trivia together—, which we call out as such. We included all
participants in our interaction counts (including P5, our most experienced participant), because
they are representative of the heterogeneity of the older adult population and the “messiness of
everyday life” [12]. Additionally, most of our non first-time user participants were still novices.

Because of the in-the-wild nature of the study, some participants arrived in pairs and interacted
with the device in pairs (three pairs, 𝑛=6), which we see as resembling how real-world interactions
with voice assistants might take place (e.g., several people might be in the room where the voice
assistant is installed). However, because we segmented the data for analysis, we were able to extract
individual interactions from participants who arrived in pairs. In most cases, one participant spoke
while the other listened. In rare cases, participants responded in unison, these segments were
annotated accordingly. We kept an eye on potential influences paired individuals could have on
each other, and made note of them in the findings. However, for the most part, since all participants
interacted in public, they all knew they were being watched, providing something of a control for
potential behavioral differences caused by The Hawthorne effect [52].8

8The Hawthorne effect refers to a type of reactivity in which individuals modify an aspect of their behavior in response to
their awareness of being observed.

, Vol. 1, No. 1, Article . Publication date: October 2022.



8 Andrea Cuadra, Hyein Baek, Deborah Estrin, Malte Jung, and Nicola Dell

Participant demographics (𝑛=26)
Age Avg: 73, Median: 74, SD: 7.74
Gender Female: 20, Male: 6
Language used English: 18, Spanish: 7, Korean: 1
Latinx No: 15, Yes: 11

Race Black: 10, White: 3, Native American: 2, Asian: 1,
Other or mixed: 9, Declined to answer: 1

Prior experience with a smart speaker First-time users: 19, Non first-time users: 7
Confidence using speech-based
computing device (after interaction)

Very confident: 6, Somewhat confident: 1,
Only a little confident: 1, Not at all confident: 10, Unreported: 8

Highest degree or level of school
you have completed

Less than a high school diploma: 2,
High school degree or equivalent: 8, Some college - no degree: 5,
Bachelor’s degree: 3, Master’s degree : 1, Unreported: 8

Gross income ($) <20k: 11, 20-40k: 6, 80-100k: 1, Unreported: 8
Living alone No: 11, Yes: 7, Unreported: 8
Own and use at least one
computing device No: 2, Yes: 16, Unreported: 8

Frequency of use of computing
devices to go online

Less than once a week: 2, About once a week: 1,
About once a day: 4, Multiple times every day: 11, Unreported: 8

Confidence using computing device Very confident: 6, Somewhat confident: 5,
Only a little confident: 3 , Not at all confident: 4, Unreported: 8

WiFi at home No: 7, Yes: 11, Unreported: 8
Confidence reading and writing Very confident: 15, Somewhat confident: 3, Unreported: 8

Table 1. Demographic details of study participants.

3.3 Procedure
The booths included signs indicating we were conducting a research study, a voice assistant, and a
camera from the perspective of the voice assistant. The voice assistant was placed on top of a table,
and a chair was positioned nearby for participants to have the option to sit. We told participants
that had never interacted with a smart speaker before that the device on the table was a smart
speaker that responded to speech, and explained that they could initiate conversations with it
by saying its name, Alexa, followed by a command. We temporarily muted the device to provide
utterance examples such as, “Alexa, hello” or “Alexa, what’s the weather”.9
After receiving this guidance, participants were instructed to freely interact with the voice

assistant, and we pointed at signs with utterance suggestions. These signs were posted on the wall
behind the table the device was on. The messages on the signs suggested participants to say “Alexa,
hello,” “Alexa, what are the symptoms of COVID-19,” “Alexa, what can you do,” and “Alexa, what’s
the weather.” The first author was available throughout all the sessions, usually sitting somewhere
near the participant but outside the participant’s field of view. The researcher occasionally provided
support to participants, such as when a participant seemed stuck, was unable to wake the device,
or looked at the researcher for guidance. Often, even if participants seemed to be getting frustrated,
the researcher would simply suggest that they keep trying. For example, we did not intervene in
the three occasions in which participants introduced themselves to Alexa, and Alexa initiated a
voice training “setup” activity. But we did intervene if Alexa was not responding at all after several
failed attempts, encouraging participants to speak louder, sometimes escalating the suggestion by
telling participants to imagine they were upset at Alexa. Whenever possible, we asked participants
what they had noticed or thought of the interaction, or if a request had gone as they expected.

Figure 1 depicts the setup used. We used an Amazon Echo Show 10 device, which has a 10-
inch touchscreen, set to a default American female voice and wake word “Alexa”. We chose this

9We skipped this step for non first-time users.
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Fig. 1. A participant interacts with the voice assistant at a senior center. A camera behind the voice assistant
records the participant. Wooden panels label the booth as a research study, and provide suggestions with
example utterances to interact with the voice assistant.

embodiment for our voice assistant research because the touch screen complements the audio
modality, providing additional information for older adults who are prone to experiencing a variety
of cognitive, audio, visual, and motor impairments. The voice assistant was configured to speak in
either English or Spanish, depending on the language used to address it.
Study sessions lasted approximately 30 minutes including obtaining consent, the initial intro-

duction, the interaction itself, and the post-interaction interviews. However, sessions in which too
many interactions failed from the very beginning were much shorter, as participants did not wish
to continue engaging. After capturing the interactions on video, we clipped the videos into smaller
segments we called “chunks” (described in Section 3.5 along with the resulting dataset).

3.4 Video Analysis Methodology
We used video analysis methodology to carefully study the interactions of older adults with the
multi-modal voice assistant. By observing these interactions, we hoped to uncover important
insights for the design of voice assistants, which tend to be used in the private space of a home,
where the visual elements of interactions are not usually captured. Many have employed video
analysis methodology to capture patterns that would not be visible without video (e.g., by playing
the video at slow or accelerated speeds), collect primary empirical data, and have more consistency
and reliability in observations [40, 51, 81–83, 90].

Our work utilizes Interaction Analysis [40]. According to Jordan and Henderson [40], Interaction
Analysis commits to grounding theories of knowledge and action in empirical evidence with the
goal of identifying “regularities in the ways in which participants utilize the resources of the
complex social and material world of actors and objects within which they operate.” We chose this
method because it would allow us to reconstruct the events, keep and replay the primary record,
and capture the complexity of the data.
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3.5 Data Analysis
After we captured the videos, we employed a bottom-up approach to analyze the data. We began
by watching all the videos and created a rough content log, as described by Suchman and Trigg
[82]. Then, we watched all the videos at 2x and 4x speeds to see if anything stood out, as replaying
the videos at different speeds can help to see patterns that were otherwise not noticeable [40]. By
doing this, we were able to identify our a unit of analysis, which we called a chunk. We based this
decision on previous work by Weingart et al., which identify “units” to be coded [91], and Jordan
and Henderson, which relies on “ethnographic chunks” to break down large videos into smaller,
more analyzable, segments [40]. The first chunk of a participant’s interaction always started when
a participant addressed Alexa for the first time, and ended when there was an interruption or the
participant addressed Alexa again. Subsequent chunks started at the end of the previous chunk
(see Figure 2 for an example). In parallel, we selected our own analytic foci: body language, audio-
prosodic features (such as tone, intonation, and rhythm), and human-machine communication gaps.
Jordan and Henderson define analytic foci as “ways of looking that are quite consistently employed
in Interaction Analysis” [40].

• Body language: For every interaction, we carefully annotated all aspects that visually
changed during an interaction including aspects relating to gaze, posture, and facial ex-
pressions. We then ascribed meaning to these, and evaluated whether they were signs that
the conversation was going well or poorly. Based on these assessments, we extracted body
language features, such as gaze and posture, that we were able to consistently identify and
make inferences from, and ones that were more difficult to tell apart, such as laughter.

• Audio-prosodic features: We categorized every chunk based on its rhythm, tone, and
intonation. For rhythm, we noticed that participants often did not pause or paused for too
long to fit Alexa’s listening window, so we labeled chunks accordingly. We open-coded
the tone as Upset, Nervous, Friendly, Exaggerated, Indifferent, Excited, or Tired, and the
intonation as Fall, Rise, Rise-Fall, or Same (Constant). Two authors watched multiple similar
clips together, discussed possible descriptions for those clips, and subsequently agreed on
the aforementioned codes for their tone and intonation. We then used these annotations to
inform our inferences about participants’ behaviors during interactions.

• Human-machine communication gaps: We noticed that the machine was missing a lot of
important signals emerging from non-verbal communication. Thus, we employed Suchman’s
analytic framework [81] to compare and contrast the information available to both the older
adults and the voice assistant, with the information only available to one or the other. An
excerpt of what this analysis looked like is available in Figure 2, and immediately noticeable
from these two chunks (amounting to only 32 seconds of interaction) is the quantity of user
actions, in particular non-verbal, that were not interpreted by the voice assistant (everything
not highlighted in yellow).

Chunks were labeled based on their outcome: “Success”, “Failure”, or “Ambiguous,” and ones
that were parts of interruptions were marked as “Help,” or “Unrelated.” Clipping, numbering, and
appropriately labeling interruptions or interventions allowed us to exclude them from the analysis
while still noting that an intervention had occurred right before a particular interaction. Doing so
was important to maintain the order integrity of each participant’s interactions at a higher-level
while being able to code and analyze each chunk in detail. Our criteria were:

• Failure: The interaction failed. For example, if the participant did not succeed at “waking”
the device, or if the device misheard a participant’s request.
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• Success: The interaction succeeded—a user made a request, and the machine responded
appropriately. At some point, there was an agreement in understanding from the user and
the machine. For example, the user asked for a joke, and the voice assistant told a joke.

• Ambiguous: These happened when the goal was not clear, or the success was only partial, so
we were not able to classify them as successes or failures with certainty. For example, a chunk
in which a participant said “thank you” to the machine was classified as ambiguous, because
the machine did not do anything but no response was necessarily expected. The machine
did not register that it was thanked, meaning that the perceived “interaction” was just a
one-way communication. Also classified as ambiguous were chunks based on the context
of previous interactions. For example, if a participant had been ignored for several chunks,
and the machine finally responded to them but not with what they were asking. In this case,
getting a response from the machine after having been repeatedly ignored was considered a
partial achievement, rather than a clear failure.

Once we clipped all the interactions into chunks, we coded each chunk. In our dataset, each chunk
has an index number, a participant number, a chunk number (starts at one for each participant,
except for participants interacting in pairs), a duration, and an outcome. When the wake word
was said, we labeled how it was pronounced, and the order in which it was pronounced. Audio
prosodic features (rhythm, tone, and intonation) were marked for each chunk, and body language
features were noted when they occurred. In some instances, we played the clip aloud in front of an
active Alexa device to reconstruct the event, and verify that our codes were accurate. Similarly, we
reviewed usage logs from the interactions to see how the voice assistant interpreted the information.
Each chunk was initially coded by one researcher and then reviewed by another researcher. All
disagreements in the codes were discussed until agreement was reached.We do not report inter-rater
reliability since all data was double-coded and disagreements were reconciled [53].

Summary of dataset: The dataset we gathered included 221 interaction chunks (56 minutes
and 37 seconds of footage) from 26 participants. The longest interaction had 44 chunks, lasting
18 minutes after excluding “help” or “unrelated” clips. The shortest interaction had one chunk,
lasting nine seconds. Out of these, 68 were labeled “Success”, 92 “Failure”, and 61 “Ambiguous”. We
excluded from the dataset 47 chunks in which participants were not interacting with the voice
assistant, but marked their position to account for interventions and/or interruptions. Appendix A
provides a summary of observed behaviors coded in our dataset.

4 FINDINGS
We start by (1) describing human-machine communication gaps revealed by our data, broken down
into information that was overlooked by the machine (e.g., interaction attempts, the presence of
more than one user) from information that was overlooked by participants (e.g., the indication
that the voice assistant was not actively listening, and technical terminology). We then (2) take
a closer look at body language features of the interactions and categorize them into those that
provide reliable signals (e.g., leaning forward and gaze), and those that are somewhat ambiguous
(e.g., laughing). Finally, we (3) analyze audio-prosodic features, such as rhythm (e.g., interruptions
during pauses in speech), and tone and intonation (e.g., associations between various tones and
intonations and interaction outcomes).

4.1 Human-machine communication gaps
Our analysis highlights gaps in communication between participants and the voice assistant that
led to interaction challenges. In some cases, these gaps corroborate prior work reporting similar
challenges [13, 27, 64, 65]. Our goal here, however, is to ultimately show how considering audience,
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Fig. 2. Annotated events over a period of 32 seconds (two chunks). A large part of the interaction richness,
that could theoretically be made available and interpreted by the machine using existing computer vision
and/or sensing technology, is unavailable to the the machine. The only part that is available and interpreted
here is the text highlighted in yellow, “Alexa what’s the weather outside?"

body language and/or audio-prosodic features might help to overcome these gaps. At a high level,
we found that older adults’ challenges interacting with voice assistants were often due to a lack of
conversational grounding, where the voice assistant did not understand older adults’ expressions,
and participants did not reliably understand the voice assistant’s state. In this section, we describe
data that was overlooked by the machine and data that was overlooked by our participants. Note,
these are not necessarily a comprehensive list of all gaps, rather, they are examples that stood out
to us as most relevant for inclusion.

4.1.1 Overlooked by the machine.
Second by second interaction data. Our analysis reveals valuable information overlooked by
the machine.Standard video is usually shot at 30 frames per second. If we look at just one frame
for every second in only two interaction chunks, reducing the data to 1/30𝑡ℎ the size, and label a
participant’s gaze, posture, and facial expression we can make many inferences about an interaction
(Figure 2). By adding context from previous interactions, what is displayed on the voice assistant’s
screen, and participants’ audio-prosodic features, we can infer even more.
For example, leaning forward while directing their gaze at the voice assistant (t=1s–3s) can be

used to infer that the participant is engaging with Alexa. The tilting from side to side while the
voice assistant is speaking (t=9s–17s) can be used to infer that the participant is listening. The
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nod and eyebrow raise at second 20, four seconds after Alexa finished speaking, can be used to
infer that something went well. Directing the gaze at the voice assistant’s screen can be used to
infer that the participant is reading content on the screen (t=21s–24s), especially if side-to-side eye
movement is also detected. The content on the screen can be used to infer what the participant
might refer to in their potentially upcoming utterance. The laughing before directing their gaze
downwards and then to the left (t=28s–32s) can be used to infer that something went wrong. The
rising intonation (t=24s–26s) can be used to infer that a question was asked. And so on. These
second-by-second interactions are currently not taken into account by the voice assistant, resulting
in numerous interaction problems that we discuss below.

Interaction attempts. Despite multiple cues from participants that signal interaction attempts,
these attempts were frequently missed by the voice assistant, which is programmed to respond
only when it has heard its wake word or is engaged in multi-turn interactions (e.g., while using the
Trivia voice app). Participants frequently did not use the wake word (Alexa) adequately. The only
way to appropriately wake the voice assistant with a voice command is by pronouncing the wake
word in a specific way and before saying the request. The wake word was either mispronounced
or omitted in 70% of the Failure chunks, more than a quarter of all interactions. A few alternative
pronunciations of the wake word were used, including: “Alexia” (𝑛=2), “Alexis” (𝑛=2), “Alessa” (𝑛=3),
and “Alexi” (𝑛=2); note, these are all from different participants, except one who called Alexa both,
“Alexia” and “Alexi”. Another reason for failing to wake the voice assistant was not saying the wake
word before the request—seven participants said the wake word last at least once, and 13 omitted
saying the wake word when initiating an interaction at least once. These do not include omissions
that were not clear failures, such as Ambiguous “thank you” chunks. These interactions might be
improved via more intuitive ways to wake the voice assistant and understand when it is paying
attention.

Interactions with its other modalities. Voice assistants with screens, such as the Amazon Echo
Show used for this study, have displays that may provide suggestions for how to interact with
the voice assistant. Many participants used the prompts displayed on the screen (generic prompts
generated by the voice assistant, not the research signs we posted on the wall) to interact with the
voice assistant, but not everyone understood that these were mere suggestions. By looking at the
participants’ gaze and side-to-side eye moment, a human can tell that the participant is reading
prompts on the screen. However, Alexa did not do this. Furthermore, Alexa’s responses were also
agnostic to what it was showing on its display. For example, if a participant asked for a recipe
based on what the voice assistant was showing on its screen, Alexa started offering new recipe
options for that type of food, instead of showing the specific recipe that was requested in response
to the display’s content. P15 fell into a repetitive loop, treating the suggestions as instructions.
These findings suggest opportunities to better establish conversational grounding by connecting
interactions to displayed content. In her post-interaction interview, P15 said how displeased she
was with the voice assistant and said she would never use one, also demonstrating the importance
of these initial interactions for adoption.

The presence of more than one user. We found that participants interacting in pairs sometimes
reacted, or were influenced, by each other’s interactions. For example, P14 & P26 were a couple
interacting together. In one of the initial interactions P14 greeted Alexa. Then P26 greeted it too,
this time introducing herself, and P14 briefly directed his gaze at P26 while she spoke. P14 then
introduced himself as well, as if copying P26. The introduction prompted Alexa to start a voice
training to learn an individual person’s voice. However, P14 & P26, who were interacting as a pair,
responded to Alexa’s commands in unison, undermining the purpose of the voice training. As
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another example, P5 & P6 (who were not first-time users) engaged in a game of trivia, and had
to devise silent strategies to communicate with each other about which answer to select to avoid
Alexa prematurely recording a response. This made the interaction burdensome. Alexa missed
important interaction data: the number of people interacting with it and their interactions with
each other. If it had not overlooked this data, it might specify who a request is directed at, avoiding
confusion, or know that an utterance is not directed at it. Moreover, if an issue continued, for
example if users continued to respond in unison during the voice training, Alexa could interrupt to
repair the issue, such as by explaining why it is better for only one person to respond at a time.

Social norms. We also saw cases where the voice assistant did not respect social norms at play.
For example, P26 introduced herself to ask for the temperature, “Alexa, my name is [P26], and I
want to ask you how the temperature will be today” (P26). Alexa was not able to interpret P26’s
introduction as a formality preceding an actual request for the weather. Instead, Alexa interrupted
P26 after she said her name and in the middle of the request for the temperature, setting off a
voice-recognition training.

4.1.2 Overlooked by humans.
The voice assistant’s indication that it was not actively listening. Alexa’s blue line, which
is used to signal different states (such as listening, processing a request, responding, or not actively
listening) via its light and color patterns10, did not appear to be an intuitive indicator of the voice
assistant’s conversational state for older adults; many did not even notice it. Participants often
talked to Alexa when it was not displaying the blue line that indicates it is actively listening. For
example, if they had a follow-up question, they would just ask it without “waking” Alexa and
waiting for visual confirmation that it was listening. For example, P13 asked Alexa, “Alexa, tell me
about exercises for back pain?” Alexa responded. Then, without making sure Alexa was listening,
the participant asked “How about specifically for older adults?” and Alexa did not respond.

Moreover, some participants talked to Alexa at length without ensuring Alexa was listening. For
example, P22 relayed in one conversational turn,

“My name is P22, how are you doing over there? All I can say is this mask doesn’t save me.
What I s[sic], what I do, I can’t breathe. I like to take it off most of the time because I can’t
breathe. I’m almost 65. I’m retired. I’m happy. That’s all I can say. I’m happy. I’m retired. I
should have retired earlier than 65. Having a great time here. Retiring is great. So all who
don’t enjoy, sorry. I’m enjoying retirement over 65. Who cares about Coronavirus? Doesn’t
bother me. I use my vitamins, my juice, all the vitamins, juice and healthy food as long as
they’re available at nice healthy restaurants. Have a great day. God bless!" (P22)

P22 did not establish conversational grounding with Alexa, probably because he did not know to
look for the blue line indicator. Alexa, in return, did not respond to P22.

Technical terminology. The use of technical terminology likely contributed to many misunder-
standings. For example, Alexa would say, “Once I learn your voice, I’ll be able to call you by name,
tell you apart from others who use the Echo device you speak to, and personalize your experience. First,
you’ll need your own profile. I can create one for you now.” The way a machine learns a voice is
different than the way humans do, so these differences must be described to someone who does
not know how machine learning works. Moreover, the next part of Alexa’s explanation is even
more confusing to someone who is new to these types of technologies, “As part of learning your
voice, I’ll ask you to say four phrases to create a voice profile. Your voice will be stored in the cloud
until you delete it in the app.” Creating a voice profile, storing it in the cloud, and deleting it from
10https://www.cnet.com/how-to/what-do-the-light-ring-colors-on-your-amazon-echo-mean/
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the app are all explanations that assume technical familiarity. The communication gap this created
was demonstrated by participants’ expectations that Alexa would fulfill the requests they were
making through the voice training, and by their actions, such as when they repeated an utterance
that was not intended for the training (see the last paragraph of this section).

Requests to use other technology. Frustration and blank expressions were also common when
Alexa required participants to know how to use other platforms. For example, Alexa made a
suggestion to ask about Amazon orders, “I didn’t get that. By the way, there’s lots more to discover.
For example, I can keep you up to date on Amazon orders.” When the participant followed through
and asked about her stuff, Alexa responded, “I didn’t find any open orders for Participant. If you’re
waiting for a delayed package, you can check the status at the orders page on Amazon.” Checking
the orders page on Amazon is unfeasible for many who might be relying on a voice assistant as
their gateway to the Internet. The participant’s reaction was to laugh in dismay, and choose to end
the activity (i.e., leave). In another example, Alexa once again asked a participant to try activities
that they were unable to try without having access to a smartphone app, “Okay, here’s Activity
Book. To use Activity Book a parent needs to give permission. To do that, I sent some information to
the home screen of your Alexa app.” In this case, the participant had a blank expression and tried
something new. In another, more navigable example, Alexa asked a participant to “please select a
default browser.” To know what a “default browser" is requires technical familiarity, but at least
in this case there were only two options to pick from, meaning that there was a way to select a
browser even without knowing the differences between the options.

That voice training activities were setup activities to make voice profiles. As a result of
the unstructured nature of the study, three participants (P14, P15, P26) ended up completing a voice
training. Alexa would launched the training when participants introduced themselves. During this
activity, participants repeated Alexa’s commands, but did not grasp that this was for training the
voice assistant. Alexa took control of the interaction, and participants diligently followed Alexa’s
instructions. A couple participating in this task together did not question the activity (at least in
front of us) but one participant did seem increasingly frustrated about Alexa continuing to ask her
to say things. Her dismay was betrayed by her upset laughter and raised eyebrows, gazes towards
us to request help, and confused expression. At the end of these interactions, Alexa offered advice
about how to help others, “and if you’d like to help others get recognized on these devices, remind
them to say, ‘Alexa, learn my voice.’” In all instances (P15, P14 & P26), despite just having trained
Alexa to recognize their voices, participants responded, “Alexa, learn my voice”, suggesting that
they had not understood the purpose of the activity.

4.2 Body language
In most cases discussed above, there were visual cues in participants’ body language available that
helped us, the researchers, diagnose conversational problems that could use repair. For example,
had Alexa seen P22 looking and talking at it, it could have responded to him after he said “God bless!”
Similarly, had Alexa noticed P26 was not done speaking after introducing herself, it could have
waited to respond. In this section, we take a closer look at the body language that was expressed in
these interactions.

Leaning forward, gaze, and nodding. There often were clear visual indications of when a
person wanted to interact with the voice assistant, such as leaning forward and looking at the voice
assistant, but the voice assistant overlooked them. Most participants (𝑛=17) leaned forward at least
once. When leaning forward, participants also directed their gaze at the voice assistant. In total,
we identified 77 instances of participants leaning forward. Moreover, we noticed this behavior in
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a picture from a separate study with participants that seemed younger by Porcheron et al. [65],
where a participant leans forward to speak to Siri on an iPad (see the bottom right picture in page
214 of their paper). We noticed that after a failed interaction, predominantly Alexa not responding,
participants would lean forward, closer to the voice assistant. Nearly half the participants (𝑛=12)
leaned forward as a form of conversation repair. After a successful repair attempt via leaning
forward, some participants would continue to lean forward in subsequent interactions (e.g., P4,
P9, P13). Once Alexa responded, the tendency was to return to their initial position, and lean
forward again for the next request. We also noticed instances of leaning forward in which no error
had happened, suggesting leaning forward also occurred as a form of heightened engagement.
For example, several participants (𝑛=7) leaned forward towards the voice assistant when it was
speaking, possibly to hear better. Similarly, some participants (𝑛=13) leaned forward when initiating
an interaction, possibly to ensure that the voice assistant could hear them or to signal that they
were speaking to it. Another consistent interaction was nodding, which signaled that a positive
interaction had occurred, suggesting either a pleasant surprise, being impressed, agreement, or
affirmation. Given these findings, leaning forward while directing ones gaze at the device may be an
important body language feature to recognize as an alternate form of “waking” voice assistants. In
addition, nodding slightly and briefly could be used to automatically mark interactions as successful,
to train voice assistants and to avoid repair [31].

Other forms of body language were somewhat ambiguous. We found that gestures such
laughing, raising eyebrows, furrowing eyebrows, waving hands, and looking away could signal
positive and negative interactions alike. The differences in the gestures themselves were too subtle,
sometimes unnoticeable to us, to rely on them alone. For example, P15 laughs when she is caught
in the loop of asking the same question over and over again due to thinking that the interaction
suggestions were instructions, suggesting frustration. By contrast, P18 laughs when Alexa finally
responds to her, suggesting relief. Alone, these reactions can perhaps be too difficult to interpret,
but when more data is available, inferences can be made with more certainty, and their presence
can signal an interaction event worth analyzing. For example, we can infer the valence of these
actions from understanding interaction context—P15’s misunderstanding of what is happening,
and P18’s previously unrecognized attempts—that was available to us, the researchers, but not
interpreted by the voice assistant.

4.3 Audio prosodic features
In this section, we take a closer look at the rhythm, tone, and intonation in participants’ speech
patterns during their interactions with the voice assistant.

Rhythm. We found that the voice assistant often did not pay attention to a participant’s speaking
rhythm. For example, by the eleventh chunk in her interactions with the voice assistant and after
having asked for the weather in multiple cities, P15 seemed exhausted, and took a deep breath in
the middle of her request. Taking a deep breath slowed down the rhythm of her speech, “Alexia
what’s the weather (deep breath)...in Paris?” As she started saying where (per the suggestion on the
screen), Alexa interrupted with the local weather. The voice assistant could detect a user’s speech
rhythm, and give room for pauses when needed.

Tone and intonation. To better understand how tone and intonation were affecting chunk
outcome, we counted their occurrence as shown in Table 2. As we can observe in the table,
some tones tended to result in Successful outcomes (Exaggerated, Friendly, Neutral, Tired, and
Upset), and others in Failed or Ambiguous ones (Excited, Indifferent, and Nervous). Similarly some
intonations tended to result in Successful outcomes (Rise, and Same, or Constant), and others Failed
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Tone 𝑛 Success Failure or Ambiguous
Exaggerated 8 71% 29%
Excited 10 26% 74%
Friendly 11 59% 41%
Indifferent 5 36% 64%
Nervous 8 22% 78%
Neutral 42 53% 47%
Tired 1 100% 0%
Upset 3 100% 0%
Intonation
Fall 14 32% 68%
Rise 14 53% 47%
Rise-Fall 9 40% 60%
Same 51 56% 44%

Table 2. Outcome percentages of chunks by tone and intonation. We excluded all chunks in which the wake
word was pronounced differently, omitted (note, in some chunks omitted wake word interactions were still
successful as they were follow-up interactions), or said after the command. This table displays the resulting
88 chunks (48 successful ones). Note, percentages are not exact portions of the total counts as group sizes
were adjusted to calculate them.

Fig. 3. Four stills from a participant’s video interacting with Alexa. The participant’s tone is initially friendly
and changes to upset throughout the interaction, indicated by the background color change from yellow to
red. Alexa is unresponsive during the participant’s “friendly” attempts, and responds when the participant
uses an upset tone.

or Ambiguous ones (Fall, and Rise-Fall). Though this analysis is preliminary, it suggests that tone
and intonation may give us more context about interactions. Taking these factors into consideration
could also help voice assistants recognize errors and subsequently perform self-repair.
As can be seen in Table 2, Friendly tones were more likely to be missed by the voice assistant

than Exaggerated or Upset tones. However, our participants were very hesitant to speak to it in an
impolite manner. Because of this trend, when participants had multiple failed interactions attempts,
we encouraged them to speak more sternly. Alexa often did not respond to their soft, friendly tones.
If failures continued, we suggested that participants imagine they were upset at Alexa, and speak in
an upset tone. Often, once they started to speak to Alexa as though they were angry, Alexa finally
responded (see Figure 3). When we suggested P20 speak to Alexa as though she was reprimanding
Alexa, she responded, as she nervously prepared to try to speak more strongly, “yo no hablo tan
duro,” which is Spanish for, “I don’t speak so strongly.” After four failed attempts, she asked to stop
the activity without ever “waking" the voice assistant.

5 DISCUSSION
Our findings show how older adults who are novice users may interact with voice assistants
in public settings. As such, our work contributes to a small, but growing, body of research that

, Vol. 1, No. 1, Article . Publication date: October 2022.



18 Andrea Cuadra, Hyein Baek, Deborah Estrin, Malte Jung, and Nicola Dell

examines human-voice assistant interactions in the field [64, 65, 67]. Our inclusive design approach
[28] may help guide future research on voice assistants that are more suitable for older adults
and, as a result, for other users as well. Currently, most interactions with smart speaker-based
voice assistants happen in the home, but in the near future, voice assistant technology will likely
be pervasive in a variety of public contexts (perhaps airline check-in counters, medical facilities,
or shopping centers) [73, 87]. Moreover, if purchasing a voice assistant from an electronics store,
customers are likely going to interact with them, in a public setting, before deciding if they will buy
the device. If the issues our findings surface are not addressed, we may be making voice assistants,
and the promises they present, unapproachable to a large and important segment of the global
population, hindering adoption, and creating systematic exclusion as voice assistants permeate
public spaces.
We divide our discussion into design and research implications. In the design implications

section, we 1) provide recommendations addressing interaction errors that resulted from not being
able to successfully wake the voice assistant, 2) suggest ways in which automatic detection of
non-verbal cues can be used to improve interactions with voice assistants, 3) emphasize differences
and complexities for adapting voice assistants’ interactions to older adults’ needs and abilities in
the context of prior research about code switching and knowing the user [13, 27], and 4) close by
raising ethical design considerations. In the research implications section, we surface questions
surrounding how we might use recent technological advancements to recognize body language and
audio-prosodic features, and discuss the societal implications surrounding surveillance tradeoffs.

5.1 Design implications
Our findings have important implications for the design of more intuitive multi-modal, speech-
first interfaces for older adults. Voice assistant design could rely on more familiar interaction
paradigms, and/or responsibly capture and analyze data from multiple inputs, to create more
natural conversations. In this section, we discuss recommendations for improving voice assistants
for older adults and raise concerns regarding doing so ethically.

Improving interactions surrounding waking the voice assistant. Although we gave partici-
pants clear instructions on how to initiate interactions, waking the voice assistant was one of the
biggest interaction problems we observed. Though we focused on older adults, this finding may
also provide some context surrounding the large number of voice assistant interactions that were
not successful, or were wake-word only commands, that Ammari et al. [10] identified in the usage
logs of younger participants (18–64 years old). This said, Lee et al.’s findings suggest people’s first
words in an interaction with a robotic agent can predict their schematic orientation to an agent,
making it possible to design agents that adapt to individuals during interaction [47]. Conversational
errors that prevent interactions from occurring in the first place can thus hinder human-computer
cooperation. This issue could be addressed in several ways:

• New mechanisms to indicate when the voice assistant is not actively listening: The
interaction design of voice assistants could make it more clear to older adults when it is not
listening, as our participants overlooked the blue line indicator; for example, by completely
shutting off the screen, or having an avatar that looks away. Along the same lines, more
consistency could be enforced for “waking” mechanisms, so that the design does not confuse
users by sometimes requiring the wake word and sometimes not requiring it (e.g., during
multi-turn interactions, such as Trivia).

• Relying on familiar interaction paradigms: Other mechanisms to wake the voice assis-
tant could be put in place, such as using physical form-factors. Form factors that could be
explored in future studies could be using a (possibly wearable) button that, when touched,
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would wake the voice assistant. Alternatively, picking up a telephone to talk to the voice
assistant might provide a more familiar way to activate the voice assistant.

• Responding to body language: Voice assistants could “wake” when a person lean towards
them, or showed other signs of engagement. Someone calling a voice assistant’s attention by
making a sound or motion while looking at it could also wake the device.

Providing friendlier explanations for people who are less familiar with technology. Par-
ticipants who did not understand how the voice assistant worked did not understand that it was
“learning their voice” from making them repeat phrases. More explanations could be added for
people that are unfamiliar with this technology. For some, using this voice assistant is a big tech-
nological leap, and having it use terms such as “the cloud” and the “Alexa app” without offering
additional explanation could be off-putting. Integrating these explanations into the design of the
voice assistants could help older adults use voice assistants without the need for additional training
from others. These design considerations could help increase digital empowerment for older adults.

Relying on automatic detection of visual and audio-prosodic cues. Voice assistants could
be designed to appropriately react to visual and audio-prosodic cues, gaining social intelligence.
Some of this is already happening [66]. Ideas for how this might take shape include:

• Mirroring and understanding the user: Voice assistants could try to mirror certain char-
acteristics in their users, such as the speed at which they are speaking, to adapt to a user’s
needs and abilities. Similarly, echoing Nass’s research, they could mirror a person’s mood
[56] or tone, which could increase user satisfactions with the voice assistant. Additionally,
voice assistants should be able to recognize different intonations, and use that information to
respond appropriately (e.g., if the intonation conveys uncertainty, the voice assistant could
reassure the user.)

• Designing gaze intentionally: Voice assistants with a movable screens11 could be designed
to make “eye contact" when addressed, or to turn their screens away when they are not
paying attention. In prior work, McMillan et al. built a robot, Tama, that could detect the
gaze of a user (instead of a wake word), and respond by moving an articulated “head” to
achieve mutual gaze [54]. They found that gaze is a promising mechanism for augmenting or
even replacing, the wake-work in initiating interaction with voice assistants [54].

• Improving communication between different modalities: Voice assistants could detect
interactions with their different modalities, such as when users read the content being
displayed on their screens, and consider that content in their responses. For example, users
should be able to request more information about a recipe being displayed, such as by saying,
“show me more details about the macaroni and cheese recipe you’re displaying.”

• Differentiating between single-user andmulti-user interactions:Voice assistants could
detect when there is more than one person involved in an interaction (e.g., by using voice
recognition or computer vision), and adjust their reactions accordingly. For example, voice as-
sistants could address users individually when needed, and react (or not) to users’ interactions
with each other when appropriate.

Adapting to users’ needs and abilities. We also found that some participants said many words
to the voice assistant during a single interaction, sometimes speaking for longer than the voice
assistant could process. For example, P22, as described in our findings, told the assistant information
about how he was doing, what he cared about, his views surrounding wearing masks, and more in
only one conversational turn. In prior research, which did not include older adults, Beneteau et al.

11https://www.amazon.com/echo-show-10/dp/B07VHZ41L8
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found that Alexa did not code switch with people of different ages to adapt its dialogue to the needs
and abilities of the people it was interacting with [13]. They found that younger children tended
to struggle more than older children and adults under 56, and provided an example of parents
noticing their four-year-old would omit the wake word and get frustrated when the voice assistant
did not respond back; the child would also use long sentences and often change topic before Alexa
responded [13]. Beneteau et al.’s findings are echoed in the interactions we observed with older
adults, where many older adults, similar to young children, addressed Alexa in the same way they
would address a person. In response, voice assistants should be prepared to listen for longer to
users who use more words in each conversational turn.
In this work, we find more evidence to support Beneteau et al.’s claim that “knowledge of the

context and the communication partner is extremely helpful, allowing digital home assistants
to artificially code switch as needed,” and Clark et al.’s assertion that “there may be specific
application areas where conversation may be appropriate if not essential between humans and
agents, particularly in areas such as healthcare and wellbeing, where the nuances of contexts
and demographics need to be considered” [27]. We contribute findings specific to the older adult
demographic, which was not included in Beneteau et al.’s nor Clark et al.’s study [13]. Determining
how to craft voice assistant dialogue for older adults would require further research, as it is unlikely
that there will be a one-size-fit-all solution [32].

Ethical design. Despite their close resemblance to human voices, voice assistants are mere
machines with many social deficits, making them unable to meet the expectations that they set.
Our work highlights possible modifications to voice assistants—such as relying on visual cues to
determine responses—that have the potential to make interactions more human-like. However, this
comes with great responsibility. Human-likeness may affect our expectations of voice assistants [57],
potentially increasing undue trust placed in them and encouraging stronger emotional connections.
Design choices, such as using a robotic-sounding voice, may more accurately portray a voice
assistant’s true nature and prevent undue trust from being placed on it.

Feasibility. Our recommendations complement recent technological advances and work in
progress. For example, in 2018, Kepuska and Bohouta [42] proposed developing a multi-input
voice assistant that is able to interpret speech, video, images, and gestures from users. The system
they proposed relies on piecing together various existing technologies, such as Kinects, cameras,
APIs, and machine learning models [42]. More recently, Brunete et al. [19] developed a prototype
for a robotic system to control a room that also relies on multiple inputs, including gaze, body
language, and voice. Moreover, Nie et al. [59] recently developed a scheme to wake voice assistants
without the need for a wake word by relying on other visual and audio cues. Large technology
companies are also exploring how to include multi-channel inputs to improve human-machine
conversations. For example, Amazon is using acoustic, linguistic, and visual cues to help Alexa
interact more naturally [66]. Taken together, these advancements may make it possible to develop
improved software agents.

5.2 Implications for voice assistant research
Through this research, we find that the most widely used research methodologies in the academic
literature for studying older adult interactions with voice assistants (usage logs and interviews) are
partial and incomplete, as many older adults are not able to even activate their voice assistants with
consistent success. Because of this, analyses of usage logs collected in the privacy of the home may
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miss a large portion of failed interaction attempts. We therefore call for more research entailing
interpreting body language and audio-prosodic features while honoring privacy expectations.

Interpreting body language. Video analysis revealed visual information that could be used
to improve interactions. For example, posture shifts, such as leaning forward to be closer to
the voice assistant, could be used for waking the voice assistant. In our research, posture shifts
were an important component for indicating engagement. Additionally, following a participant’s
gaze was essential to understanding when a participant was reading or looking at something
displayed on the voice assistant’s screen, was distracted by something else occurring around them,
or was requesting assistance. Given the advanced state-of-the-art of computer vision and sensing
technologies [34, 36], it is important to study how these technological advancements may be used
to recognize and interpret body language automatically in interactions with voice assistants.

Interpreting audio-prosodic features. Voice assistants tend to have human-sounding voices,
and can be programmed to have prosodic variations. Alexa’s friendly tone is a human-like con-
versational quality, which signals that it would be able to respond appropriately when spoken
to as a human. However, in our research we noticed that Alexa’s friendliness was a deceptive
characteristic, at times, as Alexa had more difficulty responding to participants when they spoke
to it in a friendly tone than when they approached it with an upset tone. Even though it was
projecting friendliness, it did not understand friendliness when participants displayed it, resulting
in inappropriate responses (or lack thereof). This calls for more research to interpret participant’s
audio-prosodic features, such as by using Amazon’s Halo band that can measure tone of voice [3],
to further understand how prosidic variations correlate to the voice assistant’s responses.

Privacy considerations. Voice assistants that can “see” into our homes are already entering the
market [37], but their societal implications are understudied. This is concerning because they
could strengthen and continue to normalize technological surveillance [94]. It is important for
interaction elements that could threaten our privacy to be considered and critiqued, as capturing
and interpreting visual and audio-prosodic information requires potentially invasive data collection
that comes with privacy and surveillance risks. Ensuring that computations happen on-device
could be one way to limit the amount of data collected and stored. However, even then, having
autonomous speakers with a camera consistently able to observe us could normalize surveillance
by device and platform providers, as well as businesses, employers or remote family members.
Concerns surrounding video surveillance of older adults are already being raised in the literature,
and should be considered when adding mechanisms that could increase the risk of privacy violations
[15, 25]. In addition, Bonilla and Martin-Hammond [16] found that knowledge of voice assistant
privacy practices, data use and management are key concerns for older adults, and that many of
their participants were unaware of existing resources available to mitigate such concerns. Future
work is needed to explore not only the privacy and ethical implications of potentially intrusive
technology, but also how vulnerable users may perceive and be affected by them.

5.3 Limitations
Our study has several limitations: it is a small scale, qualitative study conducted in an urban
setting in the U.S. Moreover, we used a smart speaker-based voice assistant with a screen, so we
do not know if our findings generalize to other voice assistants, such as screenless ones. Future
research could investigate how these findings translate to voice assistants embodied in different
devices. In addition, most participants were novice users of voice assistants, which may limit the
generalizability of our findings. However, understanding novice user’s interactions and struggles is
necessary to promote adoption and prevent systematic exclusion of certain populations. Future

, Vol. 1, No. 1, Article . Publication date: October 2022.



22 Andrea Cuadra, Hyein Baek, Deborah Estrin, Malte Jung, and Nicola Dell

research could explore interactions of users with varying levels of expertise and from different
population segments. Participation was also limited to those who chose to participate; those that
chose not to participate may have additional reasons for why they chose not to interact that our
study did not surface. Another exciting area of future research would be to conduct video analyses
of older adult interactions with voice assistants in different geographic locations and settings.

6 CONCLUSION
We used video analysis to characterize challenges with voice assistants’ current design that may
hinder older adults from benefiting from the promises the technology holds, or worse, exclude
them from everyday activities as these technologies permeate public spaces. We described human-
machine communication gaps revealed by our data, differentiating information that was overlooked
by the machine (e.g., interaction attempts, the presence of more than one user) from information
that was overlooked by participants (e.g., the blue line indicator, and technical terminology). We
then examined body language features of the interactions and categorized them into those that
provide reliable signals (e.g., leaning forward and gaze), and those that are somewhat ambiguous
(e.g., laughing). Relatedly, we found that audio-prosodic features could also generate important
information for reducing human-machine communication gaps, such as by identifying pauses
from breathing or different tones and intonations. We discussed design implications for more
intuitive interfaces for older adults, and conclude with a call for more research entailing responsibly
capturing and analyzing data from multiple inputs to create more natural conversations. Taken
together, our findings help improve the inclusion of older adults in the design of voice assistants.
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A NUMBER OF INDIVIDUAL PARTICIPANTS EXHIBITING OBSERVED BEHAVIORS

Observation No. of Participants (N=26)

Errors

Omitted wake word when initiating an interaction 13
Mispronounced the wake word 8

Rhythm

Did not pause 13
Paused for too long 5

Tone

Neutral 19
Friendly 17
Upset 10
Excited 10
Nervous 9
Indifferent 9
Exaggerated 4
Tired 4

Intonation

Constant 26
Fall-Rise 16
Rise 13
Fall 9

Body Language

Leaned forward 17
Changed gaze to request input from others 15
Laughed 10
Raised eyebrows 9
Waved hand(s) 9
Looked away 8
Nodded 8
Furrowed eyebrows 7

Table 3. This table shows the number of individual participants (out of N=26) that displayed at least one
instance of specific observations marked in our dataset.
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